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1. Background and Contributions 3. Fixed-Weight Difference Target Propagation

2. Difference Target Propagation [Lee+, 2015]

4. Experimental Results

Criticisms of BP about its inconsistencies with neuroscience
➡ Difference Target Propagation [Lee+, 2015] was proposed
Problems: 

• Low generalization performance
• High computational cost
• Hyperparameter instability

We propose Fixed-Weight Difference Target Propagation
• Generalization performance comparable to SOTA
• Significantly reduced computational cost
• Improved stability with different hyperparameters

1. Generalization Performance
Set-up:

• Model: Fully connected network (with 3~5 hidden layers)
• Datasets: Four image classification datasets

2. Computational cost & Hyperparameter sensitivity
Set-up:

• Cost: Training time per epoch
• Sensitivity: Test acc. with different hyperparameters

Computational cost (↑)

Hyperparameter sensitivity (→)

Feedback network propagates targets of each activation

Feedback network with fixed-weights:

Analysis 1. (Condition of Jacobian)
• Forward weights self-align s.t. the forward and feedback 

Jacobian satisfies

It guarantees that the average global loss decreases

Analysis 2. (Exact form of feedback function)
• The feedback function in FW-DTP was cooperatively 

modified with updated forward weights

!𝑔! 𝜏! = 𝜎!(𝐵!𝜏!)
𝐵!: Fixed-weight initialized with uniform distribution 𝑈(−0.01, 0.01)

Forward Network
ℎ! = 𝑓! ℎ!"# = 𝜎!(𝑊!ℎ!"#)

Update weight 𝑊! to reduce 
layer-wise loss: 

ℎ! − 𝜏! "

Feedback Network
𝜏!"# = ℎ!"# + 2𝑔! 𝜏! − 2𝑔! (ℎ!)

Weight 𝐵! is initialized with 
random and full-rank matrix 
and fixed in training process

Forward Network
ℎ! = 𝑓! ℎ!"# = 𝜎!(𝑊!ℎ!"#)

Update weight 𝑊! to reduce 
layer-wise loss: 

ℎ! − 𝜏! "

Feedback Network
𝜏!"# = ℎ!"# + 𝑔! 𝜏! − 𝑔!(ℎ!)

Update weight 𝐺! by forming 
layer-wise autoencoder with 
forward network

𝐽$: Jacobian of 𝑓
tr(𝑋): trace of 𝑋
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