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ABSTRACT Mixture of experts with a sparse expert selection rule has been gaining much attention recently
because of its scalability without compromising inference time. However, unlike standard neural networks,
sparse mixture-of-experts models inherently exhibit discontinuities in the output space, which may impede
the acquisition of appropriate invariance to the input perturbations, leading to a deterioration of model
performance for tasks such as classification. To address this issue, we propose Pairwise Router Consistency
(PRC) that effectively penalizes the discontinuities occurring under natural deformations of input images.
With the supervised loss, the use of PRC loss empirically improves classification accuracy on ImageNet-1K,
CIFAR-10, and CIFAR-100 datasets, compared to a baseline method. Notably, our method with 1-expert
selection slightly outperforms the baseline method using 2-expert selection. We also confirmed that models
trained with our method experience discontinuous changes less frequently under input perturbations. The

code will be released upon acceptance.
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I. Introduction

IXTURE of experts (MoE) [1] has been introduced

to expand the expressivity of neural networks with
multiple expert modules, each of which typically comprises
a few layers adapted to a specific type of data. MoE networks
generally have routers and experts, where routers typically
selects one or a few experts based on the input features,
and only the selected experts process these features. In
recent years, deep neural network models that integrate
MoE modules inside have been given much attention across
various research fields. While initially popularized by large
language models in natural language processing [2]-[8], this
trend has extended to diverse visual tasks, such as image
recognition [9]-[12], novel view synthesis [13], [14], image
generation from text [10], [15], and motion prediction [16].

A key factor contributing to the growing interest in MoE
is its sparse connectivity. It is now widely recognized that
larger models trained on a broader range of data tend to
generalize better [17], but they require greater computational
costs in return. Sparse MoEs can address this issue in two
ways. First, MoE allows the model size to increase by
adding experts with negligible increase in computational cost
by selecting a constant number of experts'. Second, given
empirical observations that a learned expert captures specific
semantics shared among a subset of training data [9], an MoE
model with more experts can potentially accommodate more
semantic variations for improved expressivity.

While sparse MoEs offer the advantages, the mechanism
for selecting a limited number of experts can sometimes

ITypically, one or a few experts are selected.
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FIGURE 1: Illustration of the potential issue in sparse MoE models and how the proposed PRC method alleviates the
issue, by gradually adding noises to an image of orangutan (Image taken from the ImageNet dataset [18]). Outputs of a
sparse MoE model’s can undergo abrupt changes under noise imposition (blue line). This is caused by the expert selection
mechanism, which allows discontinuities in the output space. The proposed PRC method regularizes the routing function

to better suppress the abrupt changes (red line).

compromise model performance. Unlike standard neural net-
works, sparse MoE models inherently exhibit discontinuities
in their output space. This means that even small changes in
input can result in different sets of experts being selected by
the router, leading to abrupt changes in the model’s output.
Figure 1 illustrates how the prediction probability of a vision
transformer (ViT) [19] with expert layer blocks [9] changes
as Gaussian noises are gradually added to an input image.
Once the noise level reaches a certain point, a different expert
is selected, causing the model’s output to change abruptly. At
this point, the model becomes overly sensitive to the routing
function. It is worth noting that discontinuities themselves
could indeed bring benefits to certain tasks such as novel
view synthesis for a single large-scale scene [13], where
boundaries of different objects may be well represented by
discontinuous functions. However, tasks that require robust-
ness against input perturbations, such as classification, can
potentially suffer from the discontinuous nature.

To address this issue, we propose Pairwise Router Con-
sistency (PRC) as a regularization method for the sparse
MoE variants of ViT. The purpose of PRC is to alleviate the
problem that output of a sparse MoE can undergo discrete
changes due to changes in the expert selection even for
small perturbations in the input. This regularization method,
which is inspired by the idea of pairwise consistency in
recent contrastive learning [20], brings the router’s outputs
from differently augmented versions of a training image
closer. Despite its simple formulation, the PRC loss effec-
tively penalizes discontinuities caused by input perturbations,
while also preventing router collapse—ensuring the router
returns varied outputs based on its input. This paper presents
empirical evidence supporting the efficacy of PRC in sig-
nificantly reducing the occurrence of discontinuities under
input perturbations, along with performance improvements
in image classification tasks across multiple datasets. Our
main contributions can be summarized as follows.

e In a sparse MoE, the model’s output can potentially
change discretely under input perturbations, likely hin-
dering generalization for tasks such as image classi-
fication. To alleviate this issue, we propose Pairwise
Router Consistency (PRC) to regularize sparse MoE
models. PRC effectively penalizes the discontinuities
stemming from the router against input perturbations,
while preventing the router collapse.

e We demonstrate that PRC improves image classification
accuracy on ImageNet-1K [18], CIFAR-10, CIFAR-
100 [21], and Oxford Flowers-102 [22] by 0.43%,
0.16%, 0.89% and 0.88%, respectively, compared to
the baseline V-MoE [9] S model. Notably, our method
with 1-expert selection slightly outperforms the base-
line method using 2-expert selection; i.e., PRC slightly
improves the test accuracy while halving the computa-
tional cost at the expert layer.

e We empirically confirm that a model trained with
the PRC loss experience discontinuous changes less
frequently under input perturbations.

Il. Related Work

A. Mixture of Experts (MoE)

The mixture of experts (MoE) is a type of dynamic neural
network [23] comprising routers and experts. The routers
work as gates to allocate input data / tokens to suitable
experts, and each expert specializes in processing the al-
located data / tokens after training. Although the concept of
MOoE dates back to 1990s [24], it has been in the second
spotlight in the era of large models due to its ability to
enhance network speed through sparsification [2]. MoEs
have been extended and applied in various domains such as
natural language processing [3]-[8], [25], image processing
[9]1, [10], [13], [15], [26]-[30], multimodal learning [31],
multitask learning [32], [33], knowledge transfer [34], speech
recognition [35], and graph neural networks [36], among
others.
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There are several variations in the routing mechanism,
which serves a key element in MoE models. The token
choice router is a common approach, where the routers use
softmax function to allow each token to select an expert
[2], [9]. However, this can lead to inefficient utilization of
computational resources when the routing is unbalanced. To
mitigate this, router variance loss was introduced to balance
the routers’ output. An alternative approach is the expert
choice router [37], where experts select tokens conversely
to mitigate computational inefficiency caused by expert
underutilization. There have been more attempts to refine
routing formulation as follows. Lewis et al. [6] treated the
token-expert matching as a linear assignment problem. Clark
et al. [38] and Liu et al. [39] formulated routing algorithm
as a transportation optimization problem. Roller et al. [40]
proposed static routing using a hash function. Sander et
al. [41] introduced a differentiable top-k operator by viewing
it as a linear program over the convex hull of permutations.

Not all MoEs are necessarily sparse; some recent methods
use dense MoE without functions such as top-k for dis-
cretization [24], [42]. Puigcerver et al. [43] proposed soft
MoE, which compresses ViT tokens into a single token
through a weighted average, processes it through MoE, and
redistributes the output to the original tokens, bypassing dis-
crete top-k routing. While they inherently avoid the problem
caused by discretization, their dense utilization of experts
somehow weaken the advantages of sparse MoEs; i.e., sparse
connectivity between routers and experts.

In our research, we adopt the token choice MoE as our
basis of implementation. We apply the PRC loss in its
routers, and this helps alleviate the problems associated with
sparse MoE discretization without increasing computational
load during inference.

B. Consistency-Based Learning

In recent years, the consistency-based learning, a type of
unsupervised learning, has developed significantly. Methods
of consistency-based learning encourages models to pro-
duce consistent predictions / representations among different
transformations of a given input data, regardless of the
existence of the label.

1) Semi-Supervised Learning

Semi-supervised learning utilizes both labeled and unlabeled
data in the training. Typically, consistency regularization is
applied for unlabeled data in such a way that the model
returns consistent (similar) predictions / representations for
two randomly augmented data from a common input data.
Sajjadi et al. [44] first applied the consistency regularization
for image classification task. Laine and Aila [45] proposed a
method that keeps updating exponential moving average of
stale models beside the main target model and calculates
the consistency between the two models. Miyato et al.
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[46] proposed a method to calculate consistency against
adversarial attacks.

2) Self-Supervised Learning with Contrastive Learning
Contrastive learning, a type of self-supervised representation
learning, enhances pairwise consistency typically by bringing
representations of positive input pairs closer together and
pushing those of negative input pairs farther apart.

Hadsell et al. [47] first proposed contrastive learning for
dimensionality reduction. More recently, contrastive learning
attracted particular attention for self-supervised learning of
neural representations. SimCLR [20] and MoCo [48] are
ones of representative methods of self-supervised learning
for images, exploiting two data-augmented versions of a
single image as positives, and those of a different image pair
as negatives. BYOL [49] performs self-supervised learning
using only positive pairs without explicitly using negative
pairs, since truly negative pairs are hard to be identified.
Zbontar et al. [50] proposed a method that prevents the
representation from collapsing to trivial solutions by bringing
the cross-correlation matrix between network outputs closer
to the identity matrix.

While our study is inspired by these contrastive repre-
sentation learning approaches, it differs from them in two
aspects. First, we measure the degrees of consistency in
the output space of the router of the sparse MoE models,
rather than general neural representations of the models.
Second, not only bringing the router outputs close together
for a positive input pair, our method encourages the pair-
wise consistency after the top-k discretization process along
with other regularizations enhancing the balanced usage of
different experts.

lll. Method

The proposed PRC imposes consistency regularization on the
output of routing function to address the discontinuity issue
in sparse MoE models discussed earlier. Taking inspiration
from self-supervised contrastive learning, PRC generates a
pair of randomly augmented images from a training image
and update the model parameters to reduce the dissimilarity
in the output space of the router, in addition to other
loss terms. We implemented this unsupervised regularization
loss on the existing Vision Mixture of Experts (V-MoE)
framework [9].

A. Overview: Vision Mixture of Experts (V-MoE)

The Vision Mixture of Experts (V-MoE) model, proposed
by Riquelme et al. [9], integrates MoE modules into Vision
Transformer (ViT) [19]. Specifically, the Multilayer Percep-
tron (MLP) in the transformer block is replaced with the
MoE block, as illustrated in the upper part of Fig. 2. Since
ViT decomposes an image into patches, the MoE module is
applied to the features of each patch independently. Denoting
patch index as p and input image as x, the router 74 (z,p)
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FIGURE 2: Visualization of the primary part of the V-MoE
model architecture [9] (upper) and the extended part by
our PRC method (upper and lower). PRC brings the router
outputs of corresponding patches in two data-augmented
images closer together. The patch index p is dropped for
simplicity.

takes the feature vector hgy(x, p) from the attention layer and
applies a linear projection with learnable matrix 6, followed
by a softmax nonlinearlity as follows:

ro(w,p) = Softmax (6, he(z,p) +€) € RY, (H

where 6 represents the set of model parameters, and E de-
notes the total number of experts for a given layer consisting
of experts. The random noise vector € is added to the softmax
argument to give every expert a chance to be selected in the
subsequent top-k operation. The output of the MoE module
is given by
E
MoEy(z,p) = ZTopk(rg(x,p))iMLPi(hg(;v,p)), 2)
i=1
The Top,(v) returns a vector such that Top,(v); = v; if
i-th component of v is within top-k and Top,(v); = 0 oth-
erwise. With this formulation, only k experts are executed,
depending on the input x.

V-MoE employs a specific type of regularization on the
routing function aimed at ensuring balanced utilization of
every expert within the MoE framework. The regularization
seeks to enhance the expressive capabilities of the MoE
block by encouraging even usage of experts. In practice, V-
MOoE computes the average of router outputs across different
patches and samples, then calculates the variance across
expert indices. This variance serves as a loss term to be
minimized alongside other loss components. While achieving
perfectly uniform expert usage is not guaranteed, minimizing
this loss fosters a more balanced utilization of experts,
thereby enhancing the overall performance and effectiveness
of the MoE model.

Intriguingly, through the training method outlined above,
Riquelme et al. empirically demonstrated that the trained
router displays a correlation between experts and semantics
[9]. This correlation implies that certain experts are selected
with high probability for inputs associated with specific class

labels. Such correlation likely contribute to the robustness of
the classification capabilities exhibited by the model.

It has been empirically known that training MoE networks
without regularizing routers often results in the situation
where only one or a few specific experts are selected for all
or majority of the input data [2]. This situation is obviously
unwanted, because it fails to fully bring out the representa-
tion capabilities of the expert blocks. To address this issue,
Riquelme et al. introduced what-they-call importance loss
Ly™ and load loss Li*!. Roughly speaking, these loss terms
are designed to enhance the balanced usage of experts by
computing the variance of the sample-mean of the softmax
outputs from the router.

B. Proposed Method: Pairwise Router Consistency (PRC)
To cope with the potential issues stemming from abrupt
changes in the output of an MoE router, we propose Pairwise
Router Consistency (PRC) to regularize the routing function
by use of the pairwise loss term. The pairwise loss measures
the discrepancy in the output space of the router function
with respect to a pair of input images generated by random
data augmentation from a common training sample. Com-
bined with other regularization including collapse suppres-
sion, we formulate the PRC loss with a simple formula.

We outline the key requirements for effectively regu-
larizing the routing function. First, the routing function
should return nearly invariant vectors with respect to nat-
ural deformations of a common input. Second, the routing
function should promote to the generation of ‘k-hot’ vectors,
meaning that only %k elements possess significantly larger
values than the rest. Third, it should ensure diverse output
of the router among data, ideally with a similar probability
for each expert to be selected. The first requirement, with
the aid of the second requirement, addresses the potential
issue of sparse MoE routers undergoing abrupt changes
under natural deformations of input, thereby safeguarding
the model’s output robustness. However, a collapsed router,
which returns a constant output regardless of input, can
trivially avoid the discontinuity issue, but will result in poor
model performance, because the same top-k experts are
always chosen and the expressivity of the expert module
is underutilized. This triviality can be mitigated by fulfilling
the third requirement.

To fullfill all three requirements for regularizing the rout-
ing function, we introduce the Pairwise Router Consistency
(PRC) method. The PRC loss is constructed from asymmet-
ric correlation matrices comprising pairs of output vectors
of the routing function, r¢(z"),p;) and r¢(z(?,ps). Here,
(1) and () denote two images produced by random data-
augmentation techniques from a common image x, while p;
and p, denote patch indices of (1) and (%), respectively. In
the following discussion, we assume p;-th patch of z(!) and
pa-th patch of (2 correspond each other. When geometrical
transformations are adopted as data augmentation, one needs
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FIGURE 3: Overview of the computational procedure of
Pairwise Router Consistency (PRC). PRC involves three
steps: 1. Computation of the router outputs 7‘9($(1)) and
ro(x(?)) between corresponding patches. 2. Computation
of the asymmetric correlation matrix 7 (z™M))re(z?)7. 3.
Averaging over patches and samples followed by constant
multiplication to compute Syp. PRC encourages Sy =~ I. The
patch index p is dropped for simplicity. Images are taken
from the ImageNet dataset [18].

to compute patch correspondence to identify appropriate pair
of p; and py, as we describe in the following subsection.

We provide an overview of the entire process of PRC in
Fig. 2 and an illustration of detailed procedure for computing
the PRC loss in Fig. 3. Given the router outputs 7¢(z("), p;)
and 79(2?, py), the asymmetric correlation matrix Sy is
computed for the input dataset X" as follows:

LZZ

)T
b
ZweX |qu| zEX (p1,p2)EUs

Sy = ro(zM, p1)re(a®), py

3)
where U, represents the set of corresponding patch pairs,
with the pi-th patch of z(!) corresponding to the po-
th patch of (. In Eq. (3), rg(z™),p;) represents E-
dimensional softmax output for the p;-th patch. Again, E
represents the total number of experts for a given layer
consisting of experts. For simplicity, let us assume k£ = 1
for now. The second requirement states that the router
should return nearly one-hot vectors, hence the product
ro(zM), pr)re(z®, po) T € RY*F will ideally have all zeros
except for one element, which holds the value of one.
In addition, the third requirement, ensuring equal selection
probability for each expert, requires that every row has the
same chance of having the non-zero elements. Meanwhile,
the first requirement, encouraging router invariance under
deformations, mandates that positive values should appear
in the diagonal elements of the matrix. Combining these
requirements, we define the PRC loss as follows:

E

E
>\d' A ffdi
LPRC _ lag 1-8 Y 2 ottdiag S2 B
0 B ;( 0ii) JrE(E_l)ZZ g5
)
where hyperparameters Agiag, Aofidiag > 0 control the rela-
tive strengths for the diagonal and off-diagonal terms. We

can further simplify LgRC by introducing following £ X E
coefficient matrix:

/ Adiag L
Ay = /\E 4 for]' B 2‘7 ®)
E‘E?j‘f) for j # i.
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Then, the PRC loss can be concisely rewritten with the
Hadamard product © as

LyRC = |A® (I - S)ll5 ©6)
where I represents F x E identity matrix.
So far, we restricted our discussion for £ = 1 case;

however, we confirmed in experiments that Eq. (4) works
very well not only for k& = 1 but for k = 2 settings>. With
k = 2, PRC empirically shows clearer suppression of the
sum of the bottom-(E — 2) values of ry, meaning that 7y
is dominated by the largest and the second largest values,
resulting in the superior performance of our regularization
method.

By combining the proposed unsupervised pairwise loss
LgRC with the standard cross-entropy supervised loss Lg,
the optimal model parameters 8* can be obtained as

)

Beside regularization of the routing function g, we employ
the same computational procedure as in V-MoE, including
the weighted sum of expert outputs as described in Eq. (2).

In practice, we adopt the mini-batch sampling scheme for
the approximate minimization of Lg + LERC. Specifically,
LERC and L3 are computed approximately from samples in
a mini-batch that is randomly sampled at each iteration.
Note that the proposed PRC method does not use either
importance loss or load loss.

We also investigated a parallel approach that uses dis-
tribution distance instead of the quadratic distance as in
Eq. (6). As the router usually accompanies softmax activation
function, one may regards the output of the router as the
expert-selection probability; therefore, use of distribution
distance function such as Jensen-Shannon Divergence might
sound a natural choice. Here, we briefly report the empirical
results for readers’ reference. We implemented a Jensen-
Shannon Divergence loss as the consistency regularization
along with the load loss and the importance loss. The model
performance was a little bit better than V-MoE model but
worse than the proposed PRC loss defined by Eq. (6). We
empirically found that the distribution distance version has
a tendency where the router output shows slightly higher
entropy; therefore, the consistency of top-k selection is
slightly more vulnerable than the proposed PRC approach.

0* = arg m@in L§ + LERC,

C. Computation of the patch correspondences

When applied to Sparse MoE vision transformers, one needs
to identify patch correspondences to compute PRC loss,
since the routing function is applied to features of patches
independently. In the following, we describe how to identify
patch correspondences between two augmented data, espe-
cially when geometrical transformations are adopted as data-
augmentation techniques. In this study, for a given patch
p1 of a data-augmented image z(!), we simply identify
the nearest patch center from the other data-augmented

2k = 2 was adopted in [9].
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image 1 (left) and image 2 (right). Straight lines show
corresponding patches. Note that we assign higher-resolution
image as image 1 between a randomly augmented image
pair. The geometrical transformation matrix that takes image
1 coordinates to image 2 coordinates is used to find corre-
sponding patches. The image are taken from the ImageNet
dataset [18].

image 2(?) from the patch center of p;. Specifically, when
transformation matrices associated with image cropping and
affine transformations are represented by R; and Ry for
image 1 and 2, respectively, the geometrical transformation
from image 1 to image 2 is given by RflRQ. Using this
transformation, we transform the center position of each
patch of image 1 into the image 2 coordinate system to find
the nearest patch center of image 2.

The above strategy is simple, but asymmetric under the
exchange of image 1 and 2. To keep as many corresponding
patches as possible, we use the following trick. Between
two randomly augmented images, we assign the one with
higher resolution to image 1. We illustrate an example of
patch correspondences between the two augmented images
in Fig. 4.

IV. Experiments

We conducted comparative evaluations between the baseline
method (V-MoE) and the proposed method (V-MoE with
PRC) using image classification datasets: ImageNet-1K [18],
CIFAR-10, CIFAR-100 [21], and Oxford Flowers-102 [22].
We also evaluate the robustness of the models under £ =
1 and k£ = 2 settings, where k is the number of experts
used at the test time. We then analyze the statistics of the
router output for both methods, exploring the robustness of
the router in response to data augmentation.

A. Settings

Table 1 summarizes the hyperparameter setting used in this
work. These hyperparameters were taken from the official
implementation by the V-MoE authors [9]. The same hy-
perparameters were used for both the baseline and proposed
methods. In the pre-training, shrunk images (size: 224 x 224)
are used to save computational time, as was adopted in the
previous work. During the fine-tuning, the original-size im-
ages (size: 384 x 384) are used. Since the number of patches

TABLE 1: Model and training hyperparameters used in the
experiments of the proposed and baseline methods.

Number of Transformer blocks 8
Layer number of MoE 6, 8
Hidden layer size 512
Patch image size 32 x 32
Input image size (pre-training) 224
Input image size (fine-tuning) 384
Optimizer (pre-training) Adam
Optimizer (fine-tuning) SGD

Data augmentation (pre-training) RandAugment [51]
Random Crop, Random Flip
Se-4

Cosine decay with warmup

Data augmentation (fine-tuning)
Initial learning rate

Learning rate schedule

Number of experts E 8
Aload (baseline method only) Se-3
Aimp (baseline method only) 5e-3

Adiag (PRC only) 5e-3
Aoftdiag (PRC only) 5e-2

changes during pre-training and fine-tuning, applying a naive
way of positional encoding may be harmful because of the
difference of the positional ranges. To alleviate this, we adopt
2D interpolation on the pre-trained positional encoding to
generate better aligned positional encoding at the original
image size.

Both the baseline and proposed methods employ the ViT-
S model as their base architecture. Pre-training of the model
was carried out on the ImageNet-1K dataset. The detailed
model hyperparameters are presented in the appendix. While
the baseline V-MoE method incorporates mixup [52] for data
augmentation, the proposed method does not utilize this.

B. Results

1) Fine-tuning results

Table 2 shows the accuracy on the test sets of ImageNet-
1K, CIFAR-10, and CIFAR-100 after performing fine-tuning
on the corresponding training sets. Following the conditions
adopted in [9], we used k& = 2, where £k is used in the top-k
operator in Eq. (2). For the mean accuracy, the proposed PRC
method consistently outperformed the baseline method on all
three datasets. Taking the error bars into account, the mean
gaps are clearly greater than the error bars on ImageNet-1K,
CIFAR-100 and Oxford Flowers-102.

2) Robustness about k

We compare model performance for £ = 1 and k = 2 cases.
To obtain & = 1 models, we took the pre-trained model
on ImageNet-1K with & = 2 setting, and fine-tuned on
ImageNet-1K, CIFAR-10, CIFAR-100, and Oxford Flowers-
102 with £ = 1 setting. Smaller k£ is generally preferred
because of lower computational costs.

VOLUME ,



<Society logo(s) and publication title will appear here.>

TABLE 2: Test accuracies on ImageNet-1K, CIFAR-10, CIFAR-100 and Flower datasets with k = 2 setting. The average
and standard deviation of the test accuracies over three trials are shown. PRC clearly outperforms the baseline method on
all datasets.

ImageNet-1K CIFAR-10 CIFAR-100 Flowers
V-MOE-S [9]  75.84 £ 0.04% 95.20 £ 0.07% 81.38 £ 0.03 89.30 + 0.09%
PRC (ours) 76.27 +£0.01% 95.36 £0.02% 82.27+0.10% 90.18 +£0.01%

TABLE 3: Test accuracies on ImageNet-1K, CIFAR-10, CIFAR-100 and Flower datasets with k = 1 setting. The average
and standard deviation of the test accuracies over three trials are shown. PRC clearly outperforms the baseline method on
all datasets. Comparing with Table 2, the mean accuracies of the proposed method with k£ = 1 are higher than those of the
baseline method with & = 2 on ImageNet-1K and CIFAR100.

ImageNet-1K

CIFAR-10

CIFAR-100 Flowers

75.23 + 0.01%
75.92 + 0.02%

V-MoE-S [9]
PRC (ours)

94.81 + 0.06%
95.12+0.16%

81.18 + 0.07%
82.12+0.18%

90.21 4+ 0.09%
91.24 4+ 0.08%

Table 3 shows the accuracy with & = 1 setting. Similar to
k = 2 cases, PRC consistently outperforms the baseline on
ImageNet-1K, CIFAR-10, CIFAR-100, and Oxford Flowers-
102 with k = 1 setting. The performance gaps between PRC
and the baseline for k = 1 cases are clearly larger than those
for k = 2 cases. This implies that PRC performs well with
k = 1 setting. More remarkably, ours with £k = 1 even
slightly outperforms the baseline with £ = 2 on ImageNet-
1K and CIFAR-100. This means that our PRC can safely
reduce computational cost of the MoE blocks by half without
compromising generalization abilities.

C. Analyses

1) Router robustness against data augmentation

We investigated the extent to which different sets of experts
are selected by the routers under data augmentation proce-
dures. In this experiment, we analyzed the ratios of matches
in the expert selection using the sixth MoE layer of the fine-
tuned V-MoE-S model with & = 2 setting. The ImageNet-
1K validation dataset is used. To count the matched and
mismatched pairs, we go through the procedure depicted in
Fig. 3-1. Namely, we first compute Top, (rg(z"),p;)) and
Top,, (re(?,p2)), where (1) (2 represent randomly de-
formed images from validation sample x, and p;, p» indicate
corresponding patches. We then count the cases where top-k
indices match.

Table 4 shows the results. The “Top-1’ column shows the
average ratio at which the top-1 index matches, whereas the
“Top-2’ column shows the average ratio at which both the
highest matches and the second highest matches. The ‘Top-2
(order-agnostic)’ is the same as ‘Top-2’ except that orders
of the top-1 and top-2 indices do not matter. In all three
categories, our PRC clearly exhibits higher matching ratios
for unseen data by large margins. This fact indicates that the
PRC method reduces the frequency of discontinuous changes
in the router’s output for K = 1 and k = 2 settings. These
observations likely support the superior performance of PRC.
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TABLE 4: Ratios of matching in the expert selection under
data augmentation. Higher matching ratios indicate that the
expert selection is more robust against deformations of input
images; therefore, the model undergoes less frequent discrete
changes under such operations.

Top-1 Top-2 Top-2 (order-agnostic)
V-MoE-S [9] 63.04%  34.77% 45.44%
PRC (ours) 75.78%  48.54% 58.96 %

TABLE 5: Mean values of the highest, the second highest,
and the sum of the rest in the output of the routing function
rg. The results indicate that PRC encourages 1) top-1 com-
ponents to have large values and 2) the sum of the 3rd and
the rest components to be suppressed. These observations
provide indirect evidence that the router function becomes
more robust against small perturbations.

Highest  2nd highest ~ Sum of the rest
V-MoE-S [9]  0.7586 0.1493 0.0921
PRC (ours) 0.8788 0.0915 0.0297

Figure 5 gives qualitative examples that show the robust-
ness about the router output. When adding small Gaussian
noise in input images, our PRC produces less changes in the
top-1 expert selection, especially for the foreground objects,
compared to the existing method [9].

2) Router confidence

We have already observed the remarkable experimental re-
sults: the proposed PRC with k& = 1 setting (top-1 selection)
ties with the baseline with £k = 2 setting (top-2 selection)
in accuracy. To further analyze the cause behind this ob-
servation, we investigated the characteristics of the routing
function. It would be no doubt that a model performs worse
if the router returns nearly uniform vectors, as this would
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PRC (ours)

pi

0[O0 U W

FIGURE 5: Demonstration of the robustness of the routers produced by V-MoE [9] (left) and our PRC (right). Images in
the 1st and 3rd columns are the input (images taken from ImageNet [18]), and images in the 2nd and 4th columns are the
same input images with small Gaussian noise. The number given in each patch indicates the selected expert ID. Red ones
indicate the cases, where different experts are selected by adding noise. It is observed that ours makes the expert selection
more robust against noise superposition, especially for the foreground objects.

lead to unstable expert selection even with very small input
perturbations. Therefore, models with stronger peaks in the
router’s output are generally expected to perform better with
k = 1 setting. Similarly, models exhibiting higher values in
the sum of the top-2 scores would typically perform better
with k& = 2 setting.

We computed the highest and the second highest scores
in the router’s output for all samples in the ImageNet-1K
validation set. Subsequently, we calculated the mean of the
highest score, the mean of the second-highest score, and the
mean of the sum of the rest of the scores. Table 5 presents
these values. As expected, our PRC yields a higher score in
the highest box, indicating that the router provides greater
confidence in selecting an expert. This indirectly supports
the superior performance of PRC with & = 1 setting.
Additionally, when summing the highest and the second-
highest scores in the table, PRC also exhibits a higher score
compared to the baseline. Again, this indirectly suggests the
superiority of the PRC performance with k = 2 setting.

V. Summary and Discussion

In this paper, we proposed Pairwise Router Consistency
(PRC), an unsupervised regularization method designed to
enhance the robustness of the routing function in sparse MoE
models against input perturbations. Without the inclusion
of the PRC loss term, sparse MoE models may exhibit
discontinuous output patterns along axes of natural defor-

mations for a given input image. Such discontinuities can
impede the model’s ability to acquire appropriate invariance
necessary for effective classification. Our PRC method pri-
marily calculates pairwise dissimilarities among the router’s
outputs for randomly deformed inputs. Through empirical
evaluations, we confirmed that incorporating the PRC loss
consistently improves the performance of a ViT-based sparse
MoE across multiple image classification datasets. Notably,
our method with 1-expert selection slightly outperforms
the baseline method using 2-expert selection. Additionally,
analyses conducted on various statistics related to the routing
function further support the superior performance of the
models trained with PRC.

Limitation. In this paper, we have demonstrated the effec-
tiveness of the proposed method. However, it remains unclear
how effective the proposed method is when applied to MoE
models used in the field of natural language processing,
where MoE exhibits great success. The impact on model per-
formance in other visual tasks, such as novel view synthesis,
image generation, and vision-and-language tasks, is yet to
be investigated. These areas present promising directions for
future research to explore the broader applicability and effec-
tiveness of our proposed method beyond image classification
tasks. In addition, the proposed method is fundamentally
applicable to semi-supervised learning problems as the PRC
loss is independent of labels, but this has not been evaluated
in this paper.
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